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Abstract: With the rapid growth of information volume, almost all databases have data redundancy 
or insufficiency. In the process of data matching, quality issues are particularly important. In this 
case, the combination of data properties such as accuracy, completeness, relevance, viability, 
availability, and reliability determines the quality indicators in the database. As a result of the study of 
segmentation methods and algorithms, it can be used to match or remove duplicate attribute values. 
One of the main parts of segmentation is the implementation of names and addresses using rule-
based methods. Implementing segmentation based on this technology significantly increases 
productivity. 
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Introduction 
In recent years, the application and creation of new technologies that enable efficient processing, 

management, and analysis of large datasets has become a crucial issue, considering the ever-
increasing volume of databases generated not only by enterprises and government organizations but 
also by individuals. Currently, numerous studies are being conducted in the fields of data storage and 
creation. Improving the quality of many large information systems and data searches, enriching 
existing data sources, or implementing processing in a unified database ensures the achievement of 
expected results in a time and cost-effective manner [1]. This process requires the integration and 
adaptation of data from multiple sources. One of the key stages in the adaptation process is 
segmentation. 

 
Data quality issues related to data customization. 

Currently, there are cases of insufficient or redundant (repetitive) data in almost all databases. 
Due to a lack of data, various companies and government organizations miss out on substantial 
revenues. The principle of garbage-in-garbage-out applies to any type of data processing, analysis, 
and decision-making. This means that low-quality input data generates equivalent or even lower-
quality output data [2]. To customize the records in the database, it should include the following 
properties: 

Accuracy. Do the attribute values meet the specified requirements to eliminate duplication in 
data customization? Were the rules followed when recording or entering data? Has the data input 
undergone verification by the system administrator (responsible person)? 

Completeness. How complete is the data? How many missing attribute values (empty fields) 
are there in the database?  Are the reasons for missing attributes known? Are there sufficient 
attributes for data customization? 
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Consistency. How consistent are the database records (one or more) in the data matching 
process? The format of identified attributes in databases may change over time. Are there duplicates 
for the same person in the matching process (if the person changes their place of residence, obtains a 
new citizenship registration certificate, etc.)? 

Timeliness. How long ago was the data created? Were the records in the database being 
matched recorded at the same time or not? This process can be a crucial step for matching. Typically, 
personal information such as people's phone numbers, surnames, and addresses change over time. In 
such cases, if the records being matched were recorded at different times, this should be taken into 
account during the data matching process. 

Availability. Are the records being matched present in the databases? Are there attributes in 
the databases that encompass all the properties necessary for complete comparisons? For example, if 
the databases only contain names and surnames, but lack addresses and other records, comparison 
work cannot be carried out. 

Reliability. Can the records in the database being studied be considered accurate and 
authentic? 
Accuracy and consistency are crucial measures for data collection, identifying discrepancies, and 
resolving them. The main part of the adaptation process also involves stages of indexing, comparison, 
and classification. When the records in the databases undergoing adaptation are of excellent quality, 
direct merging can be carried out without the need for indexing or comparison techniques. However, 
in an unorganized database, the aforementioned methods and rules are used [3]. 

Table 1. Preliminary database. 
ID Full name Address Date of Birth 

a1 
Qodirov Abror 

Salimovich 

Samarkand province. Pastdargom 
district. 

Gulzor 23/49 (140531) 
November 10, 1991 

 
 
 
 
 
 
 
 
 
 
 
 
 

Full name Date of birth Address 

Qodirov Abror 

Salimovich 

November 10, 

1991 

Samarkand province. Pastdargom  

district.Gulzor 23/49 (140531) 

qodirov  abror salimovich 10 novemb

er 
1991 

Name Surname Father’s name Day Month Year 

Samarkand province. 

Pastdargom district 
Gulzor 23/49 

(140531) 

Region Street 

samarqand province. pastdarg‘om district gulzor Street 23 49 140531 

First-Level 

Area Name 

Region type Secondary Area 

Name 

Region type Home 

numbe

r 

Postal 

code 

Third-Level 

Region Name 

Region 

type 

Apartme

nt 

number 
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Based on the technologies mentioned above, the input characters in the entries of Table 1 were 
removed and all letters were converted to lowercase. During the standardization process, 
abbreviations were transformed into their corresponding standard forms. As a result, the process of 
segmenting data into output fields and subsequent deduplication or data matching was carried out 
(Table 2). 

Table 2. Standardized database. 
ID Last name First 

name 
Father’s name First-Level Area 

Name 
Region 

type 
Second-Level 

Area Name 
Region type 

a1 qodirov abror salimovich samarqand province. pastdarg‘om district 
 

 
Day Month Year Third-Level 

Area Name 
Region 

type 
Me 

nomber 
Apartment 

number 
Postal 
code 

10 november 1991 gulzor street 23 49 140531 
 

Rule-based segmentation approaches 
In the field of data personalization, rule-based methods for segmenting names and addresses 

have been improving for several decades.  The basic idea of these technologies is to process a set of 
labels from left to right or right to left. 

A rule-based approach works best for areas that are made up primarily of a small number of 
characters, such as phone numbers, house numbers, street numbers, or postal codes. Developing 
effective and precise rules-based technologies for addresses is quite challenging, as the sequence of 
characters representing addresses is quite large. This requires the creation of a complex and large set 
of rules.[5] 
The rule-based system consists of two parts. The first is a set of rules in the form of "If the condition is 
met, the process begins".[5] In this case, the matching of a certain sign or sequence of signs is 
checked, and it involves outputting the matching signs to new fields. 
A rule-based system is typically implemented by a system developed by programmers, using 
standardized data. Records that do not match any rule are then used to develop additional rules. 
Eliminating such records requires the implementation of input standards. Various programming 
methods exist for expressing rules, which can be implemented using scripts in programming 
languages such as SQL, Java, or C++. Rules can be learned automatically if training data in the form 
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of correctly segmented input examples is available. Such training data may be pre-prepared or the 
data may be segmented. In general, a rule learning system incorporates a set of several partial rules. 
Below is a partial code of the rule-based system. 
for i in range(len(t)): 
    if t[i] == 'TI': 
        title = o[i] 
    elif t[i] == 'PR': 
        ism_add = o[i] 
    elif t[i] == 'GM' and i + 1 < len(t) and t[i + 1] == 'SN': 
        name = o[i] 
        fam = o[i + 1] 
    elif t[i] == 'GF' and i + 1 < len(t) and t[i + 1] == 'SN': 
        name = o[i] 
        fam = o[i + 1] 
    elif t[i] == 'SN' and i + 1 < len(t) and t[i + 1] == 'GM': 
        name = o[i + 1] 
        fam = o[i] 
    elif t[i] == 'SN' and i + 1 < len(t) and t[i + 1] == 'GF': 
        name = o[i + 1] 
        fam = o[i] 
    elif t[i] == 'UN' and i + 1 == L and t[i + 1] == 'SN': 
        name = o[i] 
        fam = o[i + 1] 
    elif t[i] == 'SN' and i + 1 == L and t[i + 1] == 'UN': 
        name = o[i + 1] 
        fam = o[i] 

From the above code, it can be seen that the sequence of abbreviations is denoted by o[i], and the 

corresponding sequence of tags is denoted by  it . Li 1  and L represent the number of 

abbreviations in the name input value. 

We are given a dataset D consisting of n records for processing, and nddd ,....,, 21  is a sequence of 

symbols formed from the output fields. The primary objective is to learn k krrr ,...,, 21  rules that cover 

all the entries in the D  set. Each r  rule must cover all records in the D  set in the form of )(rs  

subsets, which is also known as rule coverage. Each rule is performed separately for a subset because 

)(rs  is not applicable to every entry. A small set of correctly learned records is denoted by 

)()(' rsrs  . The accuracy of the rule is calculated as )(/)(' rsrsp =  [5]. 
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The primary objective of studying a rule-based system is to create a set of rules with good 
coverage and high accuracy, which can then be used for segmenting unsegmented input records. 
Finding an optimal set of rules for a given training dataset is challenging; therefore, practical rule-
learning algorithms are based on heuristic approaches. 

Heuristic algorithms are based on two approaches: 
✓ The bottom-up approach is reliable and initially covers only a single training record. It can 

be generalized by removing parts of conditions, but this may lead to decreased accuracy. 
✓ The top-down approach is considered to have low accuracy as it covers numerous training 

records. It is refined by adding additional tests until the desired result is achieved. 
To implement these approaches, methods and algorithms such as Rapier, (LP) 2, FOIL, and 

WHISK have been developed [5,6]. 
Segmentation based on the Hidden Markov model 

Typically, in hidden Markov models, the beginning and end are considered special states. Starting 

from the initial state, the output symbol sequence 
koooO ,...,, 21= , trained in hidden Markov models, 

undergoes 1−k  transition states until reaching the final stage. The 
io  value in the i th state ki 1  

is based on the probability distribution of output symbols in that state. The start and end states do not 
store hidden Markov models, as no output symbols are generated in these states. Instead of a single 
initial state, a list of initial probability states is used, which provides the likelihood of the sequence 
starting from a specific state [7,8]. 

In hidden Markov algorithms, various paths can produce the same output value. However, the 
transition probabilities between stages remain diverse. Considering a specific sequence of output 
values, these hidden Markov models determine probabilistic path coefficients for segmentation. In 
this context, using the dynamic programming approach, the Viterbi algorithm is considered an 
efficient method for calculating the probabilistic path for a given sequence of output symbols [9,10]. 

Practical part 
Table 3. 

Transition extrema in a hidden Markov model 
 Within the region 

Street 
number 

Street 
name 

Street 
type 

Neighborhood 
name 

Region 
name 

Postal 
code 

End 

Start 0.85 0.1 0.0 0.05 0.0 0.0 0.0 
Street number 0.03 0.97 0.0 0.0 0.0 0.0 0.0 
Street name 0.0 0.03 0.9 0.07 0.0 0.0 0.0 
Street type 0.0 0.0 0.0 0.93 0.04 0.03 0.0 
Neighborhood 
name 

0.0 0.0 0.0 0.03 0.35 0.45 0.17 

Region name 0.0 0.0 0.0 0.0 0.0 0.85 0.15 
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Postal code 0.0 0.0 0.0 0.0 0.1 0.0 0.9 
Data adaptation is repeated across all training records in the learning process and adjusts the 

transition and output probabilities according to their output field and tag sequence. For example, the 
probability of transitioning from the "street type" state to the "neighborhood name" state in Table 3 is 
0.93, which means that 93% of all training records contain this sequence of two output fields[11]. 

Conclusion 
The study investigated methods and models for segmenting record fields in large databases, and 

the determination of quality indicators of such properties as accuracy, completeness, relevance, 
viability, availability, and reliability of data was presented. As a result of the study of segmentation 
methods and algorithms, the possibility of using them to match or remove duplicates of labeled 
attribute values was explained with practical problems. The solution of the practical problem was 
proven by calculating the transition and exit probability coefficients between the sets of states of 
hidden Markov models. 
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